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Professional Summary:
Senior DevOps / Site Reliability Engineer with 10 years of experience driving cloud transformations, infrastructure automation, and observability across AWS, Azure, and GCP. Expertise in building resilient, highly available systems through clustering, failover, and load balancing, while developing scalable backend microservices in Golang and .NET for enterprise and financial applications. Skilled in Azure IaaS/PaaS services including VMs, Storage, Redis Cache, Traffic Manager, Data Factory, Functions, SQL Data Warehouse, and Lambda-based architectures. Adept at CI/CD automation with Jenkins, GitLab, Azure DevOps, Puppet, Chef, Ansible, and Bamboo, delivering end-to-end pipelines that accelerate software delivery.
Extensive experience in containerization and orchestration using Docker and Kubernetes, from image creation and pod scaling to full cluster management. Strong background in Infrastructure as Code (IaC) with Terraform, CloudFormation, and ARM templates, developing reusable modules to provision secure, repeatable environments. Hands-on with databases (MySQL, MSSQL, PostgreSQL) for schema design, performance tuning, and high-availability data solutions. Proficient in scripting (Bash, Python, Ruby, PowerShell) for automation, monitoring, and system integration.
Experience in delivering enterprise-grade observability with Prometheus, Grafana, AppDynamics, and Dynatrace, enabling real-time insights into system health, SLIs/SLOs, and business-critical KPIs. Adept at securing infrastructure with SSL/TLS, digital certificates, RBAC, and industry best practices. Highly motivated, collaborative, and results-driven professional with excellent problem-solving, analytical, and leadership skills, committed to aligning technology strategy with business objectives in fast-paced, mission-critical environments.

Education:
Master’s degree in Computers and Information Science From Southern Arkansas university, UsA
Bachelors in Electronics and Communication Engineering from JNTU, India.

Technical Skills:
Cloud Platforms                       : AWS, Azure, GCP
Infrastructure as Code.           : Terraform, ARM Templates, CloudFormation
CI/CD & Automation.             : Jenkins, GitLab CI, Azure DevOps, Ansible, Puppet, Chef, Bamboo
Containers & Orchestration.  : Docker, Kubernetes, OpenShift, Helm
Programming.                          : Golang, .NET Core, C#, Java, Python, Shell, PowerShell
Monitoring & Observability.    : Prometheus, Grafana, AppDynamics, Dynatrace, Splunk
Databases.                               : MySQL, PostgreSQL, MSSQL, Oracle
Servers & Middleware.            : WebLogic, JBoss, Tomcat, Apache, Linux and Windows Servers



Professional Overview:	

Client: American Express, Phoenix, Arizona                                                                                    April’ 2024 - Present                                                                                                                                 
Role: Golang / Site Reliability Engineer  
Designing and developing applications with Golang for backend microservices and JavaScript frameworks for frontend, enabling seamless user experiences and scalable APIs.
Built distributed microservices in Go with REST and gRPC APIs, optimized for high concurrency and low latency, handling millions of requests per day.
Integrated Kafka as a messaging backbone for event-driven architectures, ensuring reliable, fault-tolerant data streaming between services with exactly-once delivery guarantees.
Implemented consumer groups, partitions, and offset management in Kafka to achieve horizontal scalability and improve throughput for transaction processing pipelines.
Created monitoring and alerting dashboards in Prometheus and Grafana for Kafka lag, consumer performance.
Integrated Golang microservices with SQL/NoSQL databases (PostgreSQL) ensuring strong consistency and low-latency queries for financial applications.
Implemented CI/CD pipelines with GitLab for automated build, test, and deployment of Go microservices and Kafka components. 
Deployed Dockerized applications on Kubernetes, leveraging Helm charts for version-controlled deployments and scaling services.
Architected and deployed Prometheus monitoring stack (Prometheus, Alertmanager, and Grafana) across multi-cluster Kubernetes environments, enabling real-time observability.
Designed and optimized PromQL queries and recording rules for business-critical SLIs/SLOs (latency, error rates, throughput), providing actionable insights for both engineering and product teams.
Integrated security scans into GitLab and pipelines, embedding DevSecOps practices into the SDLC.
Authored cloud security runbooks and response playbooks for secure deployments and incident remediation.
Integrated Prometheus with VictoriaMetrics for scalable, long-term metrics storage, supporting billions of time series across production systems with high query performance.
Designed and optimized database schemas in MySQL and PostgreSQL, supporting high-volume transactional systems, Developed complex SQL queries, stored procedures, triggers, and functions, Implemented database indexing and partitioning strategies to optimize query performance.
Implemented robust alerting pipelines using Prometheus Alertmanager with Slack and ServiceNow integrations.
Configured Kubernetes service discovery and relabeling rules to dynamically scrape metrics from ephemeral workloads, eliminating manual configuration overhead.
Automated monitoring setup with Helm, Terraform ensuring repeatable deployments and compliance with organizational observability standards.
Documented API specifications, design artifacts, and runbooks in Confluence, improving cross-team transparency and operational readiness,  Used Jira for backlog management, sprint tracking, and bug resolution
Designed and built Grafana dashboards to monitor application performance, infrastructure health, and Setup multiple alerts with custom policy and custom notifications.
Integrated Grafana with Prometheus to deliver a full observability stack (metrics, logs, traces), enabling root-cause analysis of production incidents.
Developed dynamic dashboards using variables, templating, and advanced queries (PromQL, SQL, InfluxQL), reducing duplicate dashboard creation and improving maintainability.
Automated dashboard provisioning using JSON models, Helm, and Terraform, enabling version-controlled, reproducible observability deployments.
Customized alerting rules in Grafana Alerting with multi-channel notifications in Slack and ServiceNow.
Environment: Golang, JavaScript, Prometheus, Kubernetes, Docker, Helm, Terraform, Grafana, SQL.

Client: Governor’s Office of State of California, Sacramento, CA.                                            Oct’ 2022 - Jan’ 2024                                                                                                                                
Role: Azure DevOps/ Site Reliability Engineer  


Roles and Responsibilities	
Working on Azure Cloud infrastructure, setting up VMs and Docker containers in Azure creating and managing Azure DevOps pipelines.
Designed, developed, and optimized RESTful APIs using ASP.NET Core / Web API to support high-volume financial transactions, improving system throughput.
Built and maintained RESTful APIs with ASP.NET Web API.
Modernized legacy .NET applications by migrating to .NET Core, improving scalability, reducing latency, and aligning with cloud-native best practices.
Experience with ASP.NET Web API for building HTTP-based services and ASP.NET Identity for authentication and authorization. 
Integrated .NET applications with relational databases using ADO.NET, Entity Framework (EF), o for data access and ORM (Object-Relational Mapping). 
Proficient in writing SQL queries, stored procedures, and database migrations for Microsoft SQL Server or other RDBMS platforms. Implemented unit tests using testing frameworks like MSTest, NUnit to ensure code quality, reliability, and maintainability. 
Implemented authentication and authorization using ASP.NET Identity, JWT, and OAuth2, securing customer and employee portals with role-based access.
Working on creating Azure Virtual machines for multiple environments.
Experience in creating Build and release pipelines in Azure DevOps for continuous integration and continuous deployment.
Experience in creating and managing Azure Resource Manager (ARM) templates ensuring consistent and scalable deployments.
Experience working on creating a new Azure SQL instance in Dev, Test and Prod Environment
Working on setting up Azure Storage Service so users can upload documents.
Experience in Orchestrating containerized applications on Kubernetes clusters, improving resource utilization. 
Provide performance management support and technical guidance with AppDynamics for application teams. 
Built secure CI/CD pipelines with Azure DevOps, embedding SonarQube scans and container vulnerability checks to meet government compliance standards.
Collaborated with cross-functional teams using Jira, Confluence, and Excel to track issues, document workflows, and maintain compliance reports.
Identifying critical applications for system resource utilization using AppDynamics.
Participated in sprint planning and daily stand-ups, actively contributing to the agile development process.
Working on Automating pipelines integrating Terraform scripts for infrastructure provisioning, ensuring consistent and repeatable deployments.
Working on Implementing IaC methodologies to automate resource provisioning, updates, and decommissioning, reducing manual intervention and minimizing errors.
Working on Automating routine tasks using PowerShell scripts, resulting in a increase in efficiency.
Working on Azure Terraform to deploy the infrastructure necessary to create development, test and production environments for a software development project.
Working on day-to-day troubleshooting in various environments to maintain application stability.
Working on Supporting on call for Daily data Monitoring on Azure Functions, Azure data, and resources associated with the SQL server.
Working on replacing our current Virtual Machine structure to Azure App Service
Experience working in Azure managing and deploying docker containers using Windows images.Experience with end-to-end application development, from front-end user interfaces to server-side logic.
   Proficient in integrating front-end and back-end systems to create seamless web applications.
   Monitoring application performance and implemented alerting in Azure Monitor and Log Ana     lytics for proactive issue resolution.

Environment: Azure cloud, Azure DevOps, Powershell, YAML, Docker, Kubernetes, Terraform, Azure ARM Templates, Azure Log Analytics

Client: AT&T, Alpharetta, GA                                                                                                          Jan’ 2022 - Oct’ 2022
Role: DevOps Engineer /Data Analyst


Roles and Responsibilities
Working on cloud Migration project from On Prem to Cloud.
Experience with creating private link services and private end points to connect/secure Azure services.
Experience in Azure technologies like Azure function, Logic Apps, Azure SQL DW, and Azure Data Factory.
Experience in implementing ML algorithms using distributed paradigms of spark in production on Azure Databricks. 
Worked with IAM and LDAP directories for secure authentication and authorization in Azure cloud solutions
Automated Continuous Integration builds, deployments and unit tests across multiple different environments.
Working on Power BI dashboards and creating new dashboards. 
Experience in Azure cloud services (PaaS & IaaS), Azure Synapse Analytics, SQL Azure, Data Factory, Azure Analysis services, key Vault.
Working on implementing Logic Apps for a variety of integration scenarios, such as data synchronization, message processing, and event-driven workflows.
Experience in automation solutions using Azure Resource Manager, Worked on ARM templates to implement infrastructure as code for azure solutions.
Responsible for estimating the cluster size, monitoring and troubleshooting of the spark Databricks cluster.
Experience in using Azure Resource Manager (ARM) to deploy, update and delete multiple resources on azure and in migrating the on-premise resources to Azure with Azure site recovery.
Experience on writing templates for Azure infrastructure as code using Terraform.
Experience on Azure Front Door with Azure Web Application Firewall (WAF) to protect applications from common web vulnerabilities and attacks.
Experience developing Terraform modules for creating vm’s in Vsphere infrastructure and azure infrastructure.
Experience working in Azure Machine Learning, for Predicting the future data based on the past data.
Experience working on Monitoring and observing various applications using AppDynamics.
Working on adding Kafka extensions for Kafka exit and entry points in AppDynamics JMX also working on AppD Sync Connector.
Experience working on Octopus for Continuous Delivery/Continuous Deployment to move artifacts to target infrastructure.
Experience working on Ansible and Ansible tower for Automating various tasks and deployments.
Working on middleware components including container orchestration technologies(Kubernetes and OpenShift)
Experience Extracting Endpoints from the database and Loading them as Service Endpoints and Business Transactions in AppDynamics controller through python.
Experience working on writing Microservices using GoLang.
Promoted various AppD alerts, Business Transactions, Policies, Healthrules from one environment to other by using AppDynamics Config Exporter tool.
Working on forecasting the budget for all the applications in the organization by Auto Scaling Prediction and the further forecasted budget for the application.
Working on Machine Learning models to train the model and predict the future data.
Experience working Azure Databricks to integrate with Azure Data Stores and Services.
Experience in writing python code for training the models to predict the data and also to deploy and automate the data.

Environment : Microsoft Azure Cloud, Azure DevOps, Azure Synapse, Azure Databricks, Azure Logic Apps, Azure Front Door, , Azure AD, Azure CLI, Python, YAML, AppDynamics, Ansible , Kafka, Terraform, Azure ARM Templates, Microsoft SQL server, Azure Machine Learning.

Client: HealthEquity, Inc, Draper, UT                                                                                            Feb’ 2020 – Sept’ 2021
Role: Site Reliability Engineer
Project Description: Worked on both classic and cloud environments as a part of company migration from on prem to cloud with their legacy setup. Worked extensively on Production and Other environments issues. Worked on HealthEquity Mobile Application to update our existing mobile app available on iOS and Android. We want most of our members to be able to do everything they need to do to manage their account from the mobile app.
Roles & Responsibilities:
Collaborating with the Classic Team to deliver high quality, high-value company initiatives that will help HealthEquity grow its leadership position in the HSA industry.
Designed and implemented CI/CD pipelines for Android, iOS, and .NET/Angular applications using TFS and Azure DevOps, ensuring automated build, test, and release workflows.
Built and managed Development, QA, and Production environments for mobile and web applications, including configuration of new build machines.
Developed and deployed enterprise-scale applications with Angular (frontend) and .NET Core / ASP.NET MVC (backend), improving user experience across platforms.
Automated infrastructure provisioning with Terraform modules, including Azure VM Scale Sets, IaaS deployments, and documented infrastructure codebases.
Orchestrated end-to-end pipeline workflows (testing, validation, deployment) integrated with Terraform for consistent delivery.
Managed Azure services including Front Door (global delivery), AD, Databricks (analytics clusters), Blob/Data Lake storage, and Synapse Analytics. 
Leveraged Ansible Tower for configuration management and automated patching across hybrid cloud environments, ensuring consistent baselines and audit readiness.
Enhanced API security by integrating OAuth2 and JWT-based authentication in .NET Core applications, aligning with DevSecOps practices.
Implemented error handling and monitoring in Azure Logic Apps; set up logging, policies, and health rules in AppDynamics for proactive alerting.
Containerized applications with Docker and created container-based pipelines for Dev, UAT, and Prod deployments on Kubernetes.
Configured and managed Octopus Deploy for production releases; resolved deployment issues and coordinated with infrastructure teams when needed.
Automated continuous integration builds and deployments across multiple environments with Chef, PowerShell, and Terraform.
Designed disaster recovery plans (DRPs), conducted risk assessments, and created business impact analyses to ensure system resilience.
Generated and renewed security certificates, managed load balancing via AVI Networks, and supported virtual services and pools.
Provided 24/7 production support during on-call shifts, troubleshooting application and environment issues, and ensuring successful deployments.
Environment: TFS, Azure DevOps, Azure CLI, Azure Databricks, Azure Synapse, Azure Logic Apps, Azure Front Door, App Dynamics, Dynatrace, JAMs, Docker, Kubernetes, Octopus, Splunk, Chef, Ruby, .NET, C#, PowerShell, Terraform.

Client: JB Hunt Transport, Inc, AR                                                                                                   Aug’ 2019 - Jan’ 2020
Role:  DevOps Environment Reliability Engineer	
Roles & Responsibilities:
Automated Continuous Integration builds, deployments and unit tests across multiple different environments (DEV, QA, Training, Production) each constituting different types of servers (DB, App, Web) and different number of servers of each type (for load balancing and such) using VSTSBuild, Power Shell, and MS Build, MS Deploy.
Worked closely with QA Teams, Business Teams, and DBA team and Product Operations teams to identify QA and UAT cycles release schedule to non-prod and prod environments.
Created Build definition and Release definition for Continuous Integration and Continuous Deployment.
Provided monitoring, configuration, testing, maintenance and production support of various applications and servers.
Configuring and implementing SFTP Gateway in Azure.
Experience processing the data in Azure Databricks.
Installed, Configured, administered, monitored Azure, IAAS and PASS, Azure AD.
Provided technical expertise and guidance for both infrastructure and application design, supporting and diagnosing all RedHat products, and performance tuning.
Experience working on Openshift administration and linux scripting.
Working on middleware components including container orchestration technologies(Kubernetes and OpenShift)
Experience on writing templates for Azure infrastructure as code using Terraform to build staging and production environments. Integrated Azure Log Analytics with Azure VMs for monitoring the log files, store them and track metrics and used Terraform as a tool.
Resolved Merge Conflicts, configured triggers and queued new builds within the release pipeline.
Wrote Powershell scripting for task automation and to schedule tasks. Created manual TestCases to check that each of the deliverables meet users requirement.
Automate / Enforce Azure DevOps GIT Master branch policies across all ADO GIT Repositories.
Installation, Configuration and Administration of Tomcat 6.0 and Apache 2.0/2.2 and 2.3 versions on Oracle Enterprise Linux (OEL) environment.
Performed and upgraded sonarqube from 7.6 to 7.9LTS in Dev, Test and Prod environments.
Installing, configuring and administering Azure Devops Continuous Integration (CI) tool on Windows machines along with Azure Repos and  Artifactory. 
Integrated GIT with Azure Devops using the Azure Git to automate the process of source code. 
Performed migration from SVN to GIT conversion.
Created Clusters using Kubernetes and worked on creating many pods, replication controllers, services, deployments, labels, health checks and ingress by writing YAML files.
Managed Kubernetes manifest files & Helm packages to deploy scale, load balance, scale and manage Docker containers with multiple namespace versions.
Extensively worked with Micro Services Architecture using Kubernetes to orchestrate the deployment, scaling and management of Docker Containers.
Proficient experience in installation of Kubernetes single node environment on a Jenkins slave node using Kubeadm setup scripts and pipelines to drive all microservices builds out to the Docker registry and then deployed to Kubernetes.
On-board new applications into Dynatrace, profile configuration, agent setup, instrumentation.
Built a Azure Kubernetes Cluster (AKS) from scratch using Azure CLI and Controlled cluster using Kubectl and furnished it with Prebuilt Networking, Prometheus monitoring, Velero daily backups, Istio service mesh, Ingress and Nginx Config Map, Azure Monitor, Dynatrace One agent Operator and RBAC rules.
Proficient experience in working with post-deployment issues and to isolate defects, reproduce defects, assess risk and understand varied customer deployments.
Worked on creating production stages on Azure pipelines for release.
 Environment: Jenkins, Azure Devops, Azure CLI,Azuredatabricks, Azure Synapse, Jfrog Artifactory, Sonarqube,  Dynatrace, Kubernetes, Docker, Git, Maven, Shell scripts, Python, Power Shell, Terraform, Ruby, Yaml, Windows, Linux

Client: Blue Cross Blue Shield North Dakota, Fargo, North Dakota                                               Nov’ 2018 - Jul’ 2019
Role: DevOps Engineer
Roles & Responsibilities:
Provided monitoring, configuration, testing, maintenance and production support of various applications and servers.
Troubleshooting and fixing defects found during Application upgrades and Server Migration. Troubleshoot issues with JBoss related servers and applications as part of infrastructure team.
Used Hudson/Jenkins for automating Builds and Automating Deployments DevOps.
Managed S3 buckets and Object policies using IAM and S3 bucket Policies and Created MFA for Accidental Deletion.
Develops and configures cloud infrastructure for SAAS applications in AWS or other cloud environments.
Optimizing the EMRFS for Hadoop to directly read and write in parallel to AWS S3 performantly.
Infrastructure design for the ELK Clusters.
Work with application development team to adopt continuous integration and continuous delivery (CI/CD) tools including GitHub Enterprise, Cloudbees Jenkins, Nexus Repository Manager, SonarQube.
Integrated JFrog Artifactory with Jenkins to store and version application artifacts, streamlining packaging and deployment processes.
Implemented monitoring on GCP using Stackdriver and integrated IAM best practices for role-based access. 
Enabled Server side encryption on Amazon S3 Buckets, Objects and files using AWS KMS and managed Customer Master Keys.
Worked on google cloud platform (GCP) services like compute engine, cloud loading balancing, cloud storage, cloud SQL, stack driver monitoring and cloud deployment manager.
Worked with various Cloud service provider(AWS, GCP) to integrate them with our micro services
Used Chef for configuration management of hosted Instances with in GCP. Configuring and Networking of private virtual cloud(VPC)
Used Ansible and Ansible Tower as Configuration management tool, to automate repetitive tasks, quickly deploys critical applications.
Used Ansible to document all infrastructures into version control.
Managed Active Directory (AD) from Atlassian Crowd to control users in BitBucket, Jira and confluence.
Worked on upgrading jenkins instance and Tomcat Servers.
Used groovy scripts for CI/CD pipeline builds and actively involved in entire Pipeline setups and Jenkins configuration.
Worked on to setup for the various Jenkins CICD pipeline configurations for all the micro services.
Used AWS Bean Stalk for deploying and scaling web applications and services developed with Java, Node.js, Python on familiar servers such as Apache, and IIS.  
Setup GCP Firewall rules to allow or deny traffic to form the VM’s instances based on specified configuration and used GCP cloud CDN(content delivery network) to deliver content from GCP cache locations drastically improving user experience and latency.
Wrote Ansible Playbooks with Python, SSH as the Wrapper to Manage Configurations of AWS Nodes and Test Playbooks on AWS instances using Python, run Ansible Scripts to provision development servers.
Configured Splunk (Splunk Enterprise) to gain real-time Operational Intelligence across applications and services. 
Converted existing Terraform modules that had version conflicts to utilize Cloud formation templates during deployments, experienced with Terraform to create stacks in AWS, and Enhanced the Terraform scripts based on the requirement on regular basis.
Extensively worked with Scheduling, deploying and managing container replicas onto a node cluster using Kubernetes.
Administer and Maintain Source Code Repositories including GIT, Subversion and TFS.
Installed and setup ELK (Elasticsearch, Logstash and Kibana) on a different operating system such as Linux and UNIX -based Systems. Worked with Integration of ELK with Docker.
Configuring alarms in cloud watch.
Monitored AWS Environment with the combination of Cloud trial, Cloud watch and SNS.
Automating Infrastructure using AWS Cloud formation templates and updating the Stacks with the help of Cloud Formation.
On boarded and mobile IOS and android applications onto jenkins CI/CD pipeline.
Devops experience with continuous integration (CI/CD) and automation tools such as GIT, Jenkins, Ansible and Puppet. 
Used ANT and MAVEN as a build tools on java projects for the development of build artifacts on the source code.
Environment: AWS (EC2, EMR, Lambda, S3, ELB, RDS, DMS, VPC, Route53, CloudWatch, AWS Guard Duty, CloudTrail, IAM Rules, SNS , SQS,VPN,VPG,CGW),GCP, GitHub, Jenkins, Apache Tomcat 7.0, node.js, Python, Ansible , Splunk, Terraform.

Client: DirecTV, EL Sugendo, CA								   Jul’ 2016 – Nov’ 2018
Role: Sr. DevOps /Middleware Engineer
Roles & Responsibilities:
Automated CI builds, nightly builds, deployments, and unit tests across multi-tier environments (DEV, QA, Training, Production) using VSTSBuild, PowerShell, MSBuild, MSDeploy, and Jenkins.
Developed PowerShell automation for Azure provisioning (Resource Groups, Web Apps, Storage Blobs/Tables, firewall rules).
Migrated production infrastructure to AWS using CloudFormation, EBS, Chef, and CodeDeploy; provisioned EC2, VPC Peering, S3, RDS, ELB, and Auto Scaling.
Implemented Docker containerization, created custom images, and integrated with Kubernetes networking policies.
Deployed and monitored workloads using AWS CloudWatch, Splunk dashboards, and Application Insights, improving system observability.
Configured WebLogic 11g/12c domains, Azure Functions with HTTP triggers, and Azure AD Connect for hybrid identity.
Automated infrastructure deployments with Chef, Ansible Playbooks, and Maven/Gradle for middleware automation.
Built CI/CD pipelines with Git + Jenkins (master/slave farm), Maven artifacts (JAR, WAR, EAR), and automated deployments.
Administered JBoss, WebLogic, Dockerized middleware, and Azure infrastructure ensuring high availability and security.
Environment: Microsoft Azure Cloud, AWS, Azure AD, Chef, Oracle WebLogic, OpenSSL, Git, Maven, Docker, Kubernetes, Powershell, Python, Gradle, Ansible

Client: CrunchTime, Boston, MA		                 			                            Jan’ 2016 – Jun’ 2016
Role: JBOSS/Middleware Administrator 
Roles & Responsibilities:
Automated infrastructure deployments with Chef, Ansible Playbooks, and Maven/Gradle for middleware automation.
Built CI/CD pipelines with Git + Jenkins (master/slave farm), Maven artifacts (JAR, WAR, EAR), and automated deployments.
Administered and supported JBoss servers and applications, including upgrades, migrations (JBoss 4 → WebLogic/JBoss 6), and production deployments.
Provided 24/7 production support for 25+ servers (including during the Sochi Olympics 2014), resolving outages, performance issues, and critical incidents.
Automated builds and deployments using Jenkins, ANT, and Maven, enabling faster and consistent releases.
Implemented AWS client APIs for EC2 management and automated configuration tasks.
Installed and configured AppDynamics and Splunk for monitoring, performance tuning, and root cause analysis.
SSL on Apache servers for secure communication and client authentication.
Coordinated with cross-functional teams (OS, Network, VM, Infra, and Offshore) for incident resolution and production releases.
Led a team of 8 engineers, managing outages, events, and production support in testing and live environments.

Environment: J2EE, JBoss 4.x/5.x/6.x, WebLogic 8.1, Apache, Tomcat, AppDynamics, Splunk, AWS, Oracle 10g/11g, SiteMinder, Linux, Solaris, Windows

Client: Fiserv, Brookefield, WI									Aug’ 2014 - Dec’ 2015
Role: Sr. Weblogic Administrator/Middleware Administrator
Installed, configured, and maintained WebLogic 11g/Oracle Fusion Middleware on Solaris and Linux, supporting 20+ enterprise Java applications.
Performed upgrades and migrations (8.x → 10.x → 11g), applied patches, and configured SSL/TLS across Apache Tomcat, IIS, and WebLogic.
Automated deployments of WAR/EAR/JAR applications in clustered environments using ANT, WLST, and Shell scripts.
Configured JDBC, JMS, foreign JMS (IBM MQ), and integrated with Oracle RAC/LDAP/SiteMinder for secure enterprise connectivity.
Collaborated with QA and infrastructure teams for performance/load testing, tuning, and troubleshooting.
Monitored JVM and application performance using Wily Introscope and JProbe; resolved OOM, high CPU, and server hang issues.
Contributed to CI/CD pipelines with Jenkins/GitLab, integrating builds, deployments, and monitoring for automated delivery.
Client: The Neiman Marcus Group, Dallas, TX					         	   	 Oct’ 2013 – Aug’ 2014
Role: WebLogic/System Administrator & Production Support Engineer     
Roles & Responsibilities: 
Installed, configured, and administered WebLogic 8.x/10.x/10.3 and JBoss 4.3 in multi-tier Development, QA, and Production environments.
Built and managed WebLogic domains, clusters, JDBC pools, and JMS modules, enabling high availability and scalability.
Automated administration tasks with Shell/Perl scripts, including server lifecycle, deployments, log rotation, and monitoring.
Configured Apache/IIS/iPlanet plug-ins, SSL/digital certificates, and BIG-IP F5 load balancers for secure, resilient hosting.
Provided 24/7 production support, troubleshooting server hangs, memory leaks, and deadlocks; acted as L2/L3 escalation point.
Integrated CI/CD workflows with Maven/ANT/Jenkins, enabling automated builds, testing, and deployments.
Maintained change management documentation (Remedy) and collaborated with offshore/Oracle support teams for issue resolution.
